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Deep learning image registration

• Can we learn relationship between images and transformations ?
• Supervised: Learn from known transformations 
• Unsupervised: Use cost function 
• Weakly-supervised : Use known correspondence in training data 

• Typically requires lots of data and time to train network 
• Once trained, registration results can be produced very quickly for 

new images 

From: UCL MPHY0025 (Jamie Mcclelland)
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Deep learning (1/2)

• Model: layers, neurons, input, output

• Loss function

• Optimization, backpropagation
• Convolutional Neural Networks 

ConvNet: 
• preserve spatial structure
• Multi resolution
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Deep learning (2/2) 

• Training stage
• Optimisation: find the parameters values (neurons)
• Need large training dataset
• Need Training/Validation/Test datasets
• GPU required  

• Inference stage
• Send input to model, get output
• Very fast
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(1/3) Supervised

• Required ground truth transformation
– Simulation, manual alignment, classical image registration Deep Learning

Supervised

� Required ground truth transformation
± Simulation, manual alignment, classical image registration

Convolutional 
Neural Network

Output 
Transformation

Moving Image

Fixed Image
Ground Truth 

Transformation

From: UCL MPHY0025 (Jamie Mcclelland)
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Training dataset for supervised learning

• “Supervised deformable image registration using deep neural 
networks”. PhD thesis. Eppenhof, K. A. J. (2020) 

• Training dataset: 
• Real images with ground truth deformation
• Synthetically deformed clinical images (+augmentation transformations)
• Variability ? 

• (preliminary) Results
• Very fast
• Reasonable accuracy 
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(2/3) Unsupervised
Deep Learning
Unsupervised

Convolutional 
Neural Network

Deformation 
Regularisation

Similarity 
Measure

Resampler
Output DDF

Overall Training Loss

Moving Image

Fixed Image

Warped 
Moving 
Image

From: UCL MPHY0025 (Jamie Mcclelland)
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Deep learning based registration

• One example: Vos et al. 2017
End-to-End Unsupervised Deformable 
Image Registration with a 
Convolutional Neural Network 

Computer Vision and Pattern Recognition 
MICCAI2017

• Principle
• Unsupervised
• Input: pairs of images (training dataset)
• Output: control points displacement as BSpline
• Simultaneous DIR optimisation of several image pairs
• Net architecture: layers convolutions, downsampling
• Backpropagation of image dissimilarity (norm CC)
• mini-batch stochastic gradient descent (Adam [4])



10

Deep learning based registration

• Optimisation:
• Learn weights values that produce Bspline coeff from input
• Auto differentiation with backpropagation
• Convolution kernels

• Example with MRI database
• 45 images (2D+t), 20 timepoints, 256x256
• Pairs: corresponding slices (diff time)
• 16 kernels per convolution layer
• 16x16 control points 
• Bspline or TPSpline
• Mini batch of 32 pairs, 10k iterations
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Example
Deformable Image Registration ConvNet 7

Fixed image Moving image DIRNet SimpleElastix

Fig. 4. Top, from left to right: The fixed (ED), the moving (ES), the DIRNet-C1
warped, and the SimpleElastix warped images. Bottom: Heatmaps showing absolute
di↵erence images between the fixed image and (from left to right) the original, the
DIRNet warped, and the SimpleElastix warped moving images.

5 Discussion and Conclusion

A deep learning method for unsupervised end-to-end learning of deformable
image registration has been presented. The method has been evaluated with
registration of images with handwritten digits and image slices from cine cardiac
MRI scans. The presented DIRNet achieves a performance that is as accurate as
a conventional deformable image registration method with substantially shorter
execution times. The method does not require training data, which is often
di�cult to obtain for medical images. To the best of our knowledge this is the first
deep learning method that uses unsupervised end-to-end training for deformable
image registration.

Even though registration of images with handwritten digits is an easy task,
the performed experiments demonstrate that a single DIRNet architecture can
be used to perform registration in di↵erent image domains given domain specific
training. It would be interesting to further investigate whether a single DIRNet
instance can be trained for registration across di↵erent image domains.

Registration of slices from cardiac cine MRI scans was quantitatively evalu-
ated between the ES and ED timepoints, so at maximum cardiac compression
and maximum dilation. Even though conventional registration method (Sim-
pleElastix) was specifically tuned for this task, and the DIRNet was trained
by registration of slices from any timepoint of the cardiac cycle, the results
demonstrate that the results of the DIRNet instances were either comparable or
slightly outperformed the conventional approach (DirNet-C1 vs. SimpleElastix:
p ⌧ 0.01).



From: UCL MPHY0025 (Jamie Mcclelland)
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GPU memory issue

• Medical images are (often) 3D
• 3D CNN ? Potential (GPU) memory/time issue
• Alternatives
• 2D CNN, slices by slices
• 3D patch (reduced)
• Slices in different direction: 3 nets to combine
• Etc ..

 

 
were removed. After studying the title and abstract, we further removed 19,380 records. We further 
excluded 77 records. Finally, we collected 132 papers for our review purpose. The details about the 
inclusion and exclusion of papers according to the PRISMA statement is depicted in Figure 2. 

2.1. A Typical Architecture of 3D CNN 

A typical architecture of CNN may include four basic components: (1) local receptive field, (2) 
sharing weights, (3) pooling and (4) fully connected (fc) layers. Deep CNN architecture is 
constructed by stacking several convolutional layers and pooling layers and one or so fully 
connected layers at the end of the network [9,24]. While 1D CNN can extract spectral features from 
the data, 2D CNN can extract spatial features from the input data. However, 3D CNNs can take 
advantage of both 1D and 2D CNNs by extracting both spectral and spatial features simultaneously 
from the input volume. These 3D CNN features are very useful in analyzing the volumetric data in 
medical imaging. The mathematical formulation of 3D CNN is very similar to 2D CNN with an extra 
dimension added. The basic architecture of 3D CNN is shown in Figure 3. We briefly discuss the 
mathematical background of 3D CNN.  

 

Figure 3. Typical architecture of 3D CNN. 

Convolutional Layer: The basic definition, principle, and working equation of 3D CNN is quite 
similar to 2D CNN. We only add an extra dimension of depth to the working equation of 2D CNN. 
Suppose 3D CNN of input ݔ has a dimension of ܯ ൈܰ ൈ with ݅ǡ ܦ ݆ǡ ݇ as iterators. The kernel ߱ 
with dimensions ݊ͳ ൈ ݊ʹ ൈ ݊͵ has iterator ܽǡ ܾǡ ܿ. We denote κ is the κ௧௛, where κ ൌ ͳ is the first 
layer and κ ൌ  .κ and ܾκ as the output and the bias unit the κ௧୦ layerݕ is the last layer. We denote ܮ
To compute the nonlinear input ݔ௜ǡ௝ǡ௞κ  to ሺ݅ǡ ݆ǡ ݇ሻ௧௛  unit in layer κ , we add up the weight 
contribution from the previous layer as follows: 

௜ǡ௝ǡ௞κݔ ൌ ��σ σ σ ߱௔ǡ௕ǡ௖ݕሺ௜ା௔ሻሺ௝ା௕ሻሺ௞ା௖ሻ
κିଵ ൅ ܾκ௖௕௔ . (1) 

The output of the ሺ݅ǡ ݆ሻ௧௛ unit in the Ԣκ௧௛Ԣ convolutional layer is given as follows:  

௜ǡ௝ǡ௞κݕ ൌ ݂൫ݔ௜ǡ௝ǡ௞κ ൯. (2) 

Pooling Layer: Each feature map in the convolutional layer of 3D CNN can be a pooling layer. 
There are two kinds of pooling. If the pooling layer averages across the group of input voxels, it is 
called average pooling, while if it obtains a maximum of the input voxels, it is called maximum 
pooling. The output of the pooling layer will be the input of the next layer. Since a small shift in the 
input image results in a shift in activation function, the pooling layer also introduces some 
translational invariance to the 3D CNN. To lower the sampling effect of pooling, we can remove the 
pooling layer by increasing the number of strides in the preceding CNN layer [25]. This will not 
result in any significant depreciation of the performance. However, by doing this, we significantly 

Convolution
Subsampling Convolution

Convolution
Flatten Output

3D Input Feature Extraction Classification

Subsampling
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Deep learning based registration

Results

• May require pairs of already registered images (supervised)
• May not require pairs of already registered images (unsupervised)
• Results may be comparable to conventional DIR, still WIP
• However, still limited experiments, often 2D only
• Main advantage: speed. One-pass registration. 
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Reviews

from 15! 15! 15 to 64! 64! 64 voxels. To avoid inter-patch discon-
tinuity, the patched were overlapped with a certain pad. Loss functions
used for supervision in these works were primarily MSE between the
predicted and reference DVF, except Yang et al40 chose the mean abso-
lute error (MAE) as the loss function to better tolerant outliers. Fan
et al.45 added the MSE between the warped image and fixed image in the
loss function to compensate for the imperfect reference DVF. To expand
and fully utilize the dataset, they applied a data augmentation strategy, in
which the moving images were warped by 20%, 40%, 60%, 80%, and
100% of the reference DVF to train the CNN model with different motion
amplitude. Onieva et al.44 utilized reinforcement learning strategy and
reuse the best and worst prediction cases after each epoch.

Reference DVFs were only required in the training process and only
image pairs were needed in testing or actual implementation, which
makes the implementation efficient and convenient. The computation
time could be reduced from tens of minutes in conventional DIR methods
to seconds with CNNs and GPU available. In terms of registration per-
formance, all these works were evaluated on public datasets and showed
comparable or slightly higher image similarity and structure overlapping
compared to classical methods, including Syn and Demons.

3.2.2. Models supervised with artificial DVF
Since obtaining reference DVFs could be time-consuming, and the

reference DVFs did not always represent the actual motion, some re-
searchers turned to supervise CNN models with artificial DVFs, as shown
in Fig. 1. The primary difference is that DL models are supervised with
artificial and maybe not plausible DVFs instead of reference DVFs. DL-
based artificial DVF-supervised models were listed in Table 2.

The key idea was to generate known DVFs with different spatial fre-
quencies as ground truth to deform the images and train the DL model to
learn the artificial DVFs from the input images. The advantage of using
artificial DVFs was that these DVFs perfectly described the deformation
between the image pairs, eliminating the uncertainties introduced by
imperfect reference DVFs. The disadvantage of training with artificial

DVFs, however, was that artificial DVFs were different from real motions,
and the primary challenge of the models in this category was to generate
plausible DVFs in training data. Krebs et al47 obtained a small number of
reference DVFs by matching ROI contours and then augmented them by
random deformation samples from the statistical deformation models
(SDM). Eppenhof et al48,49 generated artificial DVFs by randomly sam-
pling from certain ranges in a coarse-to-fine grid. Sokooti et al46,50 pro-
posed two similar approaches in 2017 and 2019, in which random values
were assigned to several control points and the final DVF was smoothed
by Gaussian filters with different standard deviation, representing
different spatial frequencies. The modification in the latter work was an
additional binary mask and Gaussian smoothing on the DVF, making the
spatial frequency of DVF even higher.

Regarding the performance of these works, artificial DVFs provided
good supervision. Studies demonstrated that their registration accuracy
was comparable with state-of-the-art methods and achieved average
registration error around 2 mm in lungs.48,50 Sokooti et al50 also
demonstrated the artificial DVF generation strategy could heavily affect
the model performance. Instead of generating DVFs from random
numbers, some other studies investigated the feasibility of modeling
deformation and generating more realistic training samples based on 2D
MR images.51 However, such a strategy was not seen on 3D images.
Research on this would be interesting and encouraged.

3.2.3. Unsupervised and weakly supervised models
Though reference data shortage is not a problem for artificial DVF-

supervised models, preparing training samples is still a time-consuming
process. It would be more convenient if only the moving and fixed
image pairs are provided as training data and the model learns the
deformation without the supervision of reference DVFs (unsupervised) or
with supervisions other than reference DVFs (weakly supervised). Some
unsupervised and weakly supervised DL-based DIR studies were listed in
Table 3.

As shown, the training process is supervised by loss functions like
those in conventional methods, usually comprising an image dissimi-
larity item and a DVF regularization item. A more straightforward
demonstration can be found in Fig. 1. Despite the abovementioned MSE,

Fig. 1. Three categories of DL-based DIR methods.

Table 1
DL-based DIR models supervised by reference DVFs.

Authors Publication
Year

Region of
interest
(ROI)

Modality Patch-
based

Reference
DVF Obtained
by

Yang
et al.40

2017 Brain MR-MR Yes LDDMM

Roh!e
et al.41

2017 Heart MR-MR No Surface
matching

Cao
et al.42

2017 Brain MR-MR Yes Syn and
Demons

Cao
et al.43

2018 Brain MR-MR Yes Syn and
Demons

Onieva
et al.44

2018 Lung CT-CT No ANTs

Fan
et al.45

2019 Brain MR-MR Yes Syn and
Demons

Table 2
DL-based DIR models supervised by artificial DVFs.

Authors Publication
Year

ROI Modality Patch-
based

Reference DVF
Obtained by

Sokooti
et al.46

2017 Lung CT-CT No Mixed spatial
frequency

Krebs
et al.47

2017 Pelvic MR-MR No Statistical
deformation
models

Eppenhof
et al.48,49

2018 Lung CT-CT No Random
numbers

Sokooti
et al.50

2019 Lung CT-CT No Mixed spatial
frequency
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MAE, NCC, etc., another popular loss function for dissimilarity is local
NCC (LNCC), which utilizes the convolutional nature of CNNs and
computes the cross-correlation among small patches.11,35 As for DVF
regularization, the most used loss function is DVF spatial gradient,36

which can be mathematically expressed as

LgradientðφÞ¼
X

x2V

!!!! rφ
"
x
#!!j2 (2)

where φ represented the DVF and x was a voxel in the volume V . In some
works, the DVF regularization term was further extended to the second
order or the combination of first and second order of DVF spatial
gradient.11,34,35 For computation efficiency, some studies directly uti-
lized the amplitude of DVFs as regularization.43 Krebs et al57 regularized
the predicted DVF to a prior possibility distribution with Kullback-Leibler
(KL) divergence. To achieve symmetric and more realistic registration,
Kuang et al63 regularized the DVF with cycle-consistency loss, which
deformed the warped image back to the moving one and penalized the
dissimilarity between them; Zhang et al60 adopted the similar idea and
included an inverse-consistent constrain to penalize the differences be-
tween the negative flow and the DVF from switched input images. In
addition to these regular items, Balakrishnan et al11 provided a weakly
supervision option and structure contours could also be included in
training, and Hu et al chose contour overlapping as the primary loss
function.53

Unsupervised and weakly supervised learning is more challenging
than supervised learning and therefore takes more effort, including more
complex pre-processing and more complicated yet powerful models. Pre-

processing of training samples usually involves ROI segmentation and
windowing, which masks out all tissues outside ROI to emphasizes this
region.34,35 Furthermore, Fu et al.34 implemented an automatic vessel
segmentation and enhanced vessel region with a factor of 1000 to enrich
the fine structures in CTs. Jiang et al.67 also included the optical flow
estimated by the first iteration of the Lucas-Kanada method as part of
inputs to improve registration accuracy. As for deep learning models,
most of them are based on typical deep learning convolutional neural
network (DCNN) or U-Net with more trainable parameters and multiple
scales in which the moving and fixed images are registered following a
coarse-to-fine approach.35–37 Some also combined affine and deformable
image registration for higher accuracy.36,58 Kim et al.33 utilized a
cycle-consistent CNN and regularized the predicted DVFs with cycle
consistency and identity loss. Some models utilized GANs and integrated
adversarial (ADV) loss in loss functions to better supervise model training
and achieved high registration accuracy.34,53,66

Unsupervised DIR models nowadays draws great attention for its
convenient training and broad application potentials. The number of
papers in this field grows very rapid.68,69 With more powerful deep
learning models, especially GANs, the unsupervised models obtained
comparable or even better registration accuracy with state-of-art con-
ventional methods.34–36 For lung CT registration specifically, so far the
most accurate registration was achieved by Fu et al.34 in lung CT regis-
tration with a target registration error (TRE) of 1.59 $ 1.58 mm. How-
ever, the high accuracy of unsupervised models is at the cost of
complicated image pre-processing in training and sometimes even in
implementation.

4. Applications of DIR in dose warping

With efficient and accurate DIR, multiple clinic tasks can be
completed more easily. Particularly, as ART becoming more and more
popular, DIR serves as the backbone to register the daily images to the
planning image and provides accumulated dose for plan evaluation and
re-planning.14 Re-treatment is also often needed and the patient’s anat-
omy may change largely due to the years or decades time separation.70

Various DIR methods have been applied to multiple ROIs, including
pulmonary, abdominal, and cervical regions.

As reviewed above, DL-based DIR methods achieved great registra-
tion accuracy as well as efficiency. Their application in ART, especially
dose warping, is very promising. However, DL-based DIR has not yet
been applied in dose warping; even for conventional DIR methods, de-
bates are still going on about their feasibility on dose warping. Unlike
matching images, in which pixel intensity is primarily focused, dose
warping also requires the deformations to be physically plausible.
Therefore, previously reviewed DL-based DIR models may encounter
failures if they are directly utilized in dose warping. It is important to
review related conventional DIR-based dose warping studies and identify
the challenges they met and the solutions they proposed. Those chal-
lenges and solutions could provide experience for DL-based DIR model’s
improvement before their implementation.

4.1. Dose warping: fundamentals

The utility of imaging improves the treatment accuracy and precision
in radiation oncology. Various imaging modalities, including CT, MRI,
and ultrasound, provided detailed information on the patient’s anatomy,
aiding both planning and dose delivery.71–73 However, the patient’s
anatomy could be inconsistent from fraction to fraction, resulting from
breathing pattern variation, weight loss, and tumor shrinkage/growth
during treatment.8,14–16 The idea of adaptive radiotherapy (ART) was
proposed to monitor the daily anatomical change and tune the treatment
plan periodically.14 The dose delivered to structures in each fraction
varies, and the fraction doses need accumulating via DVFs obtained be-
tween daily CBCT and planning CT.8 Also, some tumors like locally
advanced cervical carcinoma require intracavitary brachytherapy (ICBT)

Table 3
Unsupervised and weakly supervised DL-based DIR models.

Authors Publication
Year

ROI Modality Patch-
based

Supervised
by

Sentker
et al.52

2018 Lung CT-CT No DIS

Cao et al.43 2018 Prostate CT-MR Yes DIS, DVF
Hu et al.53 2018 Prostate MR-MR No CON, ADV
Fan et al.54 2018 Brain MR-MR Yes DIS, DVF,

ADV
Kearney
et al.55

2018 Head and
Neck

CBCT-
CT

Yes DIS

Li et al.56 2018 Brain MR-MR No DIS, DVF
Krebs et al.57 2018 Heart MR-MR No DIS, DVF
Stergios
et al.58

2018 Lung MR-MR No DIS, DVF

Sun et al.59 2018 Brain MR-US No DIS
Zhang et al.60 2018 Brain MR-MR No DIS, DVF,

INV
Fan et al.61 2019 Brain

Pelvic
MR-MR Yes DIS, DVF,

ADV
de Vos et al.36 2019 Heart

Lung
CT-CT
MR-MR

No DIS, DVF

Balakrishnan
et al.11

2019 Brain MR-MR No DIS, DVF,
CON

Kim et al.33 2019 Liver CT-CT No DIS, CYC,
IDE

Elmahdy
et al.62

2019 Prostate CT-CT Yes DIS, CON

Kuang et al.63 2019 Brain MR-MR No DIS, DVF,
CYC

Yu et al.64 2019 Abdomino-
pelvic

PET-CT Yes DIS

Jiang et al.35 2020 Lung CT-CT No DIS, DVF
Fu et al.34 2020 Lung CT-CT Yes DIS, DVF,

ADV
Fechter
et al.65

2020 Lung
Heart

CT-CT
MR-MR

Yes DIS, DVF,
CYC

Lei et al.66 2020 Abdomen CT-CT Yes DIS, DVF,
ADV

Notes: DIS, Dissimilarity; DVF. DVF regularization; ADV. Adversarial loss; CON.
Contour overlapping; INV. Inverse consistency; CYC. Cycle consistency; IDE.
Identity loss.
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A B S T R A C T

Deformable image registration (DIR) has been well explored in recent decades, and it is widely utilized in clinical
tasks, especially dose warping. Nowadays, as deep learning (DL) develops rapidly, many DL-based methods were
also applied in DIR. This paper reviews DL-based DIR methods in recent years and the application of DIR in dose
warping. We collected and categorized the latest DL-based DIR studies. A thorough review of each category was
presented, in which studies were discussed based on their supervision, advantage, and challenges. Then, we
reviewed DIR-based dose warping and discussed its rationale, feasibility, successes, and difficulties. Lastly, we
summarized the review on both parts and discussed their future development trend.

1. Introduction

Deformable image registration (DIR) is a common technique in the
clinic, mainly applied in motion tracking and modeling,1 image seg-
mentation,2 image-guided treatment,3 and adaptive radiotherapy
(ART).4–10 In terms of transformation methods, algorithms can be
grouped into rigid, affine, and deformable registration methods. Rigid
and affine registration include limited degrees of freedom (6 for rigid and
12 for affine in 3D) and therefore, cannot account for complex and subtle
transformation in medical images. DIR, also known as non-parametric
registration, provides each voxel a corresponding vector, and the de-
grees of freedom rise to 3 times of the number of voxels. Therefore, DIR
can deal with complex image registration tasks. Conventional DIR
methods have already obtained huge success on registration accuracy,
however, they usually take a long computation time and this limits its
clinical application.11 Recently, as artificial intelligence rapidly grows,
some deep learning (DL)-based DIR methods were proposed, and they
provided slightly worse or even comparable registration accuracy with
much shorter implementation time.

DIR warps not only images but also other information attached to
images, such as radiation dose. DIR-based dose warping includes dose
summation and dose accumulation, and they are mainly applied to ra-
diation treatments during which anatomical changes need managing.
DIR-based dose summation usually accounts for larger anatomical
changes, including re-treatment and external beam radiation therapy
(EBRT) boosts after brachytherapy,12,13 while DIR-based dose

accumulation is primarily used in adaptive radiotherapy (ART) to ac-
count for daily bodyweight loss.4–6,9,10,14–16 Such clinical application
requires DIR methods to be not only accurate but also plausible, which
raised bigger challenges. Currently, to overcome the problem of too long
computation time for obtaining satisfactory deformation using iterative
DIR methods, many ART protocols use rigid and affine registration only
and suffer from inaccurate alignment,17 or conduct image registration
with graphic processing unit (GPU)-acceleration,18 which can complete
the computation within a minute but requires professional GPU cards
that are usually not accessible in the clinic. Therefore, DL-based DIR
methods have great potential in ART for their high registration accuracy
and efficient implementation even if GPUs are not available.

In this review, the basic idea of conventional DIR methods was
introduced and some latest progress, challenges, and possible future
developments on DL-based DIR were introduced and discussed. Then the
classical conventional DIRmethod was summarized, and the basic idea of
convolutional neural network (CNN) and several main categories of
CNN-based DIRmethods were introduced. After the application of DIR on
dose summation and accumulation was reviewed, the challenges and
future development trend of CNN-based DIR methods and its application
in dose wrapping were discussed.

2. Conventional DIR methods

DIR has been a hot research topic for some time, and various methods
and toolboxes were proposed, including elastix,19 advanced
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Ressources

• https://arvidl.github.io/blog/2019/12/04/image-registration-resources-wip
• https://github.com/Duoduo-Qian/Medical-image-registration-Resources
• https://github.com/learn2reg/tutorials2019

• https://github.com/voxelmorph/voxelmorph
• https://github.com/DeepRegNet/DeepReg

• https://colab.research.google.com/drive/1WiqyF7dCdnNBIANEY80Pxw_mVz4fyV-S?usp=sharing

• Introduction to Medical Image Registration with DeepReg, between Old and New
https://colab.research.google.com/github/DeepRegNet/DeepReg/blob/main/docs/Intro_to_Medical_Ima
ge_Registration.ipynb

https://arvidl.github.io/blog/2019/12/04/image-registration-resources-wip
https://github.com/Duoduo-Qian/Medical-image-registration-Resources
https://github.com/learn2reg/tutorials2019
https://colab.research.google.com/drive/1WiqyF7dCdnNBIANEY80Pxw_mVz4fyV-S?usp=sharing
https://colab.research.google.com/drive/1WiqyF7dCdnNBIANEY80Pxw_mVz4fyV-S?usp=sharing
https://colab.research.google.com/drive/1WiqyF7dCdnNBIANEY80Pxw_mVz4fyV-S?usp=sharing
https://colab.research.google.com/github/DeepRegNet/DeepReg/blob/main/docs/Intro_to_Medical_Image_Registration.ipynb



